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Introduction

• Word	sense	disambiguation	is	the	task	of	identifying	which	
sense	of	an	ambiguous	word	is	used	in	a	sentence.	

in	1890,	he	became	custodian	of	the	Milwaukee	public	museum	where	
he	collected	plant specimens	for	their	greenhouse

…...	send	collected	fluid	to	a	municipal	sewage	treatment	plant or	a	
commercial	wastewater	treatment	facility

• Word	sense	disambiguation	is	useful	in	natural	language	
processing	tasks,	such	as	speech	synthesis,	question	
answering,	and	machine	translation.	
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• Two	variants	of	word	sense	
disambiguation	task:	
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Background

Approach	1:	Dictionary-based

Given	a	target	word	t to	be	disambiguated	in	Context	c.	
1. retrieve	all	the	sense	definitions	for	t	from	a	dictionary.	
2. select	the	sense	s	whose	definition	have	the	most	overlap	with	c	of	t.

• This	approach	requires	a	hand-built	machine	readable	
semantic	sense	dictionary.	



Background

Approach	2:	Supervised	machine	learning

1. Extract	a	set	of	features	from	the	context	of	the	target	word.	
2. Use	the	feature	to	train	classifiers	that	can	label	ambiguous	words	in	

new	text.

• This	approach	requires	costly	large	hand-built	resources,	because	
each	ambiguous	word	need	be	labelled	in	training	data.

• A	semi-supervised	approach	was	proposed	in	1995	by	Yarowsky.	In	
this	approach,	they	do	not	rely	on	a	large	hand-built	data,	due	to	
using	bootstrapping	to	generate	dictionary	from	a	small	hand-labeled	
seed-set.



Background

Approach	3:	Unsupervised	machine	learning

Interpret	the	sense	of	the	ambiguous	word	as	clusters	of	similar	contexts.	
Contexts	and	words	are	represented	by	a	high-dimensional,	real-valued	vector	
using	co-occurrence	counts.

• In	our	project,	we	use	a	modification	of	this	approach:
• Word	embeddings are	trained	using	Wikipedia	pages.
• Word	vectors	of	contexts	computed	by	these	embedding	are	then	clustered.
• Given	a	new	word	to	disambiguate,	we	use	its	context	and	the	word	

embedding	to	find	a	word	vector	corresponding	to	this	context.	Then	we	
determine	the	cluster	it	belongs.

• In	related	work,	Schütze used	a	data	set	taken	from	the	New	York	Times	
News	Service and	did	clustering	but	with	a	different	kind	of	word	vector.



Background

• Word	embeddings

A	word	embedding	is	a	parameterized	function	mapping	words	in	some	
language	to	high-dimensional	vectors	(perhaps	200	to	500	dimensions)

word	→	𝑅"
W(“plant”)	=	[0.3,	-0.2,	0.7,	…]
W(“crane”)	=	[0.5,	0.4	-0.6,	…]



Model	Architecture

• Many	NLP	tasks	take	the	approach	of	first	learning	a	good	word	
representation	on	a	task	and	then	using	that	representation	for	other	
tasks.	We	used	this	approach	for	the	word	sense	determination	task.



Model	Architecture

• Learn	a	good	word	representation	of	a	task	and	then	using	that	
representation	for	other	tasks.

• We	used	the	Skip-gram	model	as	the	neural	network	language	model	
layer



Model	Architecture

Skip-gram	Model	Architecture
• The	training	objective	was	to	learn	word	embeddings good	at	predicting	the	

context	words	in	a	sentence.	
• We	trained	the	neural	network	by	feeding	it	word	pairs	of	target	word	and	

context	word	found	in	our	training	dataset.	
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• k-means	clustering

k-means	is	a	simple	unsupervised	classification	algorithm.	The	aim	of	the	k-
means	algorithm	is	to	divide	m	points	in	n	dimensions	into	k	clusters	so	that	
the	within-cluster	sum	of	squares	is	minimize

The	distributional	hypothesis	says	that	similar	words	appear	in	similar	
contexts	[9,	10].	Thus,	we	can	use	k-means	to	divide	all	vectors	of	context	
into	k	clusters.

Model	Architecture



• Data	source
https://dumps.wikimedia.org/enwiki/20170201/
The	pages-articles.xml of	Wikipedia	data	dump	contains	current	version	of	
all	article	pages,	templates,	and	other	pages.

• Training	data	for	model
Word	pairs:	(target	word,	context	word)

Data	Sets	and	Data	Preprocessing

Sentence Training	samples (window	size	=	2)

natural language	processing	projects	are	fun (natural,	language), (natural,	processing)

natural	language processing	projects	are	fun (language,	natural), (language,	processing), (language,	projects)

natural	language	processing projects	are	fun (processing,	natural), (processing,	language), (processing,	projects)

natural	language	processing	projects are	fun (projects,	language), (projects,	processing), (projects,	are), (projects,	fun)

natural	language	processing	projects	are fun (are,	processing), (are,	project), (are,	fun)

natural	language	processing	projects	are	fun (fun,	projects), (fun,	are)



Data	Set	and	Data	Preprocessing

Steps	to	process	data:
• Extracted	90M	sentences

• Counted	words,	created	a	dictionary	and	a	reversed	dictionary

• Regenerated	sentences

• Created	5B	word	pairs



Implementation

The	optimizer:
• Gradient	descent finds	the	minimum	of	a	function	by	taking	steps	

proportional	to	the positive of	the	gradient.	In	each	iteration	of	
gradient	descent,	we	need	to	calculate	all	examples.	

• Instead	of	computing	the	gradient	of	the	whole	training	set,	each	
iteration	of	stochastic	gradient	descent only	estimates	this	
gradient	based	on	a	batch	of	randomly	picked	examples.	

We	used	stochastic	gradient	descent	to	optimize	the	vector	
representation	during	training.



Implementation

The	parameters:
Parameters Meaning

VOC_SIZE The	vocabulary	size.

SKIP_WINDOW The	window	size	of	text	words	around	target	word.

NUM_SKIPS The	number	of	context	words,	which	will	be	randomly	took	to	generate	word	pairs.

EMBEDDING_SIZE The	number	of	parameters	in	the	word	embedding.	The	size	of	the	word	vector.

LR The	learning	rate	of	gradient	descent

BATCH_SIZE The	size	of	each	batch	in	stochastic	gradient	descent.	Running	one	batch is	one	step.

NUM_STEPS The	number	of	training	step.	

NUM_SAMPLE The	number	of	negative	samples.	



Implementation

Tools	and	packages:

• TensorFlow r1.4
• TensorBoard 0.1.6
• Python	2.7.10
• Wikipedia	Extractor	v2.55
• sklearn.cluster [15]
• numpy



Experiments	and	Discussions

The	experimental	results	are	compared	with	Schütze’s
unsupervised	learning	approach	in	1998:	
• Schütze used	a	data	set	(435M)	taken	from	the	New	York	

Times	News	Service.	We	used	the	data	set	extracted	from	
Wikipedia	pages	(12G).

• Schütze used	co-occurrence	counts	to	generate	vectors,	which	
had	large	numbers	of	vector	dimension	(1,000/2,000).We	used	
the	Skip-gram	model	to	learn	a	distributed	word	
representation	with	a	dimension	of	250.

• Schütze applied	singular-value	decomposition	due	to	large	
numbers	of	vector	dimension.	Taking	advantage	of	a	smaller	
number	of	dimension,	we	did	not	need	to	perform	matrix	
decomposition.



• We	experimented	the	Skip-gram	model	with	different	
parameters	and	selected	one	word	embedding	for	
clustering.

• Skip-gram	model	parameters

Experiments	and	Discussions



Experiment	with	skip-gram	model
• Used	“average	loss”	to	estimate	the	loss	

over	every	100K	batches.
• Visualized	some	words’	nearest	words.	

Experiments	and	Discussions



Experiment	with	classifying	word	senses
• Clustered	the	contexts	of	the	occurrences	of	given	ambiguous	word	into	

two/three	coherent	groups.	
• Manually	assigned	labels	to	the	occurrences	of	ambiguous	words	in	the	test	

corpus,	and	compare	them	with	machine	learned	labels	to	calculate	accuracy.
• Before	word	sense	determination,	we	assigned	all	occurrences	to	the	most	

frequent	meaning,	and	used	the	fraction	as	the	baseline.

𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠	𝑤𝑖𝑡ℎ	𝑐𝑜𝑟𝑟𝑒𝑐𝑡	𝑚𝑎𝑐ℎ𝑖𝑛𝑒	𝑙𝑒𝑎𝑟𝑛𝑒𝑑	𝑠𝑒𝑛𝑠𝑒	𝑙𝑎𝑏𝑒𝑙
𝑇ℎ𝑒	𝑡𝑜𝑡𝑎𝑙	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑡𝑒𝑠𝑡	𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

accuracy =

Experiments	and	Discussions



• “Schütze’s baseline”	column	gives	
the	fraction	of	the	most	frequent	
sense	in	his	data	sets.	

• “Schütze’s accuracy”	column	gives	
the	results	of	his	disambiguation	
experiments	with	local	terms	
frequency	if	applicable.	

• We	got	better	accuracy	out	of	
experiments	with	“capital”	and	
“plant”.	

• However,	the	model	cannot	
determine	the	senses	of	word	
“interest”	and	“sake”,	which	has	a	
baseline	over	85%	in	our	data	sets.

Experiments	and	Discussions



Discussions
• Our	data	sets	(12G)	are	much	larger	than	Schütze’s data	sets	(435M).	

For	example,	the	size	of	his	training	set	for	word	“capital”	is	13,015,	
and	ours	is	179,793.	The	larger	data	sets	might	have	helped	to	increase	
the	accuracy	for	some	words.

• We	also	observed	that	when	the	baseline	is	high	(>=	85%),	the	model	
cannot	determine	the	senses	of	the	word.	The	performance	of	
unsupervised	learning	relies	on	sufficient	information	from	the	training	
data.	However,	the	model	didn’t	get	trained	with	sufficient	data	
carrying	less	frequent	meanings.	

• The	size	of	the	training	data,	and	the	distribution	of	the	senses	of	the	
target	word	has	significant	influent	to	the	performance	of	the	model.	

Experiments	and	Discussions



Conclusion

• In	this	project,	we	utilized	the	distributional	word	representation	
and	the	distributional	hypothesis	to	build	a	modular	model	to	
classify	the	senses	of	ambiguous	words.	

• Our	experiments	showed	our	model	performed	well	when	an	
ambiguous	word	had	each	sense	accounts	for	than	20%	of	
occurrences	in	the	training	data	set.

Conclusion	and	Future	Work



Future	Work
• Optimize	the	classifier.	One	possible	approach	might	be	using	

weighted	sum	of	contexts	by	taking	IDF	into	account.	
• Extend	and	experiment	this	approach	to	other	models	with	

different	classifiers.	The	classifier	which	works	well	when	
occurrences	are	skewed	to	one	class	might	improve	the	accuracy	
for	words	with	large	portion	of	occurrences	are	using	the	most	
frequent	sense.	

• Tokenize	the	corpus,	we	could	reduce	the	time	cost	of	training	by	
reducing	vocabulary	size.	

Conclusion	and	Future	Work
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Appendix: Model	Architecture

Skip-gram	model	architecture
• We	trained	the	neural	network	by	feeding	it	word	pairs	of	target	word	

and	context	word	found	in	our	training	dataset.	


